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Abstract—Small magnitude earthquakes are the most abun-
dant but the most difficult to locate robustly and well due to
their low amplitudes and high frequencies usually obscured by
heterogeneous noise sources. They highlight crucial information
about the stress state and the spatio-temporal behavior of
fault systems during the earthquake cycle, therefore, its full
characterization is then crucial for improving earthquake hazard
assessment. Modern deep learning algorithms along with the
increasing computational power and efficiency are exploiting
the continuously growing seismological databases, worldwide,
allowing scientists to improve the completeness for earthquake
catalogs, systematically detecting and locating smaller magnitude
earthquakes and reducing the errors introduced mainly by hu-
man intervention through traditional approaches in seismological
observatories. In this work, we introduce OKSP, a novel deep
learning automatic earthquake detection pipeline for seismic
monitoring in Costa Rica. Using Kabré supercomputer from
the Costa Rica High Technology Center, we applied OKSP
to the day before and the first 5 days following the Puerto
Armuelles, M6.5, earthquake that occurred on 26 June, 2019,
along the Costa Rica-Panama border and found 1100 more
earthquakes previously unidentified by the Volcanological and
Seismological Observatory of Costa Rica. From these events, a
total of 23 earthquakes with magnitudes below 1.0 occurred a day
to hours prior to the mainshock, shedding light about the rupture
initiation and earthquake interaction leading to the occurrence
of this productive seismic sequence. Our observations show that
for the study period, the model was 100% exhaustive and 82%
precise, resulting in an F1 score of 0.90. This effort represents
the very first attempt for automatically detecting earthquakes
in Costa Rica using deep learning methods and demonstrates
that, in the near future, earthquake monitoring routines will be
carried out entirely by AI algorithms.

Index Terms—deep learning, automatic earthquake detection,
phase picking, foreshock, mainshock, aftershock, bioinspired
algorithms

I. INTRODUCTION

Heterogeneous faults often exhibit an intermingling of fast
(seismic) and slow (aseismic) slip, that strongly influences
seismic behavior and may promote the nucleation of po-
tentially catastrophic events. Understanding how seismic and

aseismic processes communicate as well as the spatio-temporal
evolution of complete earthquake sequences during the earth-
quake cycle is then crucial for improving hazard assessment
[1], [2].

The exponentially increasing number and quality of the
seismological instrumentation and data worldwide, is contin-
uously improving our understanding of fault physics, allow-
ing seismologists to better characterize the rupture initiation
and dynamics of large events and its associated foreshock
and aftershock sequences. The expansion of modern seismic
networks is also contributing to reduce the magnitude of
completeness for modern earthquake catalogs, increasing the
number of small magnitude earthquakes [3]–[5] that pinpoint
the regions of both, weak and strong seismic coupling along
the plate interface.

However, the inherent cost of maintaining dense seismic
networks is based on the loss, mainly due to human bias,
of a significant number of small magnitude earthquakes in
the catalog, crucial to fully understand fault behavior during
the earthquake cycle [6]. These events radiate energy with
low amplitudes and frequencies that are generally obscured
by ambient noise, anthropogenic or/and atmospheric sources,
e.g. [7], [8]. Therefore, traditional seismological methods for
earthquake detection and location, like STA/LTA [9] are limit-
ing geophysical observations and may be subject to increasing
bias and errors as network instrumentation expands, especially
in seismological observatories where multiple analysts are
responsible for phase picking (the measurement of arrival
times of distinct seismic phases, like P and S phases) and
earthquake location.

Advanced machine learning and deep learning algorithms,
along with the continuously increasing computer power, have
demonstrated to provide a unique opportunity for overcoming
those limitations, establishing a state-of-the-art framework
that allows to recognize patterns and data characteristics that
otherwise would not be possible to observe by usual means [7],
[10]–[12]. All these algorithms require a substantial amount
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Fig. 1. Figure showing the spatial distribution of broadband seismic stations and seismicity of Costa Rica. Panel a) displays the location of 113
seismological stations (red triangles) distributed along Costa Rica and operated by the Volcanological and Seismological Observatory of Costa Rica at
Universidad Nacional (OVSICORI-UNA). The seismic catalog of Costa Rica from 2010, when the digital era initiated in the Observatory, to July 2021, is
presented in panel b), where the color and size of the circles represent the earthquake depth and magnitude, respectively. The seismological catalog was
created by traditional methods that involve manually and individually identifying, picking, and locating earthquakes. The magnitude distribution and number
of events per year is presented in panel c). The color of the bars indicates magnitude range.

Fig. 2. The Puerto Armuelles earthquake sequence and broadband
seismic stations used in this study. Map showing the spatial distribution
of the seismicity (circles) located by OVSICORI-UNA from June 25 to
June 30, 2019, along the Burica Peninsula, including the Puerto Armuelles
mainshock, Mw=6.5, occurred on June 26 at 05:23:47 UTC. The color and
size of the circles correspond with the depth and magnitude of the earthquake,
respectively. The red triangles represent the seismological stations used in this
study.

of computing cycles.
A great opportunity arises when a big seismological data

source is coupled with large computing capabilities. Therefore,
the Volcanological and Seismological Observatory of Costa
Rica at Universidad Nacional (OVSICORI-UNA) teamed up

with the Costa Rica National High Technology Center (Ce-
NAT). While the former provides an extensive seismological
database (Fig.1), the latter operates Kabré, a general purpose
supercomputer. Together, we developed OKSP (OVSICORI
Kabré Seismological Pipeline), a novel deep learning pipeline,
written in Python, that incorporates the use of EQTrans-
former [13] and the seismic network operated by OVSICORI-
UNA. OKSP provides automatic event detection, phase pick-
ing and association of earthquake seismicity in Costa Rica with
the aim of improving catalog completeness to better charac-
terize the local and regional seismotectonics and earthquake
potential along fault systems (Fig.1).

We applied our pipeline to the day before and the first 5
days following the Puerto Armuelles, M6.5, earthquake that
occurred on 26 June, 2019, along the subducted portion of the
Panama Fracture Zone, at the border between Costa Rica and
Panama (Fig. 2). This event was widely felt by the population
of both countries and was followed by a productive aftershock
sequence (more than 5000 earthquakes during the span of a
year) recorded and located by OVSICORI-UNA.

We show that our pipeline detected a robust foreshock
sequence, formed by 23 earthquakes, that preceded the occur-
rence of the M6.5 mainshock, that was not observed and/or
cataloged by traditional seismological routines at OVSICORI-
UNA using the Antelope and Seiscomp3 software. These
events present an average magnitude of 0.8 ± 0.3, based on
relative amplitude measurements, and represent novel infor-
mation about the nucleation phase of the mainshock.

Furthermore, we demonstrate that OKSP reproduced the
manually located aftershock catalog from OVSICORI-UNA
at the 90% detection probability threshold and extend it with



1100 more earthquakes (at the 80% detection probability
threshold) that were not located by OVSICORI-UNA during
the first week of the Puerto Armuelles earthquake sequence.

The total number of new earthquakes detected by our
pipeline fits well with previously detected earthquakes else-
where using Artificial Intelligence (AI) algorithms, e.g. [14],
[15] and represents the first stage for the automatic earthquake
detection and location procedure in Costa Rica using AI
systems.

II. COMPUTATIONAL WORKFLOW

A. EQTransformer

For detecting new earthquakes, phase picking and com-
paring the earthquake detection capabilities of modern AI
algorithms with those from traditional seismological methods,
our pipeline incorporated the use of EQTransformer (hereafter
EQT) a novel, open source, deep learning model designed for
unsupervised recognition and phase picking of earthquakes
[13] from daily three-component seismic waveforms. This
model was originally trained using the Stanford Earthquake
Dataset (STEAD) [16], a globally distributed training set
consisting of 1.3 million local earthquake observations. The
majority of these events are smaller than M2.5 and have been
recorded within epicentral distances of 100 km. EQT was first
tested with the aftershock sequence of 6 October 2000, M6.7
Tottori, Japan earthquake [13]. We will briefly describe the
network architecture of EQT next.

During the first stage, the multi-task structure of EQT
consists of a very-deep encoder that converts the seismic
signals from the time-domain into high-level representations of
their temporal dependencies by using convolutional and LSTM
(Long-Short Term Memories) blocks prior to the self-attention
layers. LSTMs are a type of recurrent neural network (RNN)
designed for handling large sequences. Its main element is a
memory cell that, given an input, outputs a hidden state and
updates the memory through a gate mechanism. Doing that
avoids the problem of not learning long-term dependencies
(that happens in practice in regular RNNs). The convolutional
blocks exploit local structure and provide better temporal
invariance, whereas the use of LSTM layers has proven to
be important for incorporating positional information.

Next, an attention mechanism is implemented in a hier-
archical structure, where a transformer performs a global
attention along the full sequence, which is the direct input
for the decoder of the detection predictor. Transformers use
convolutional networks along with an internal self-attention
mechanism for boosting the sequence transduction and learn-
ing long-term dependencies faster than regular recurrent or
convolutional architectures [17]. The output of the global
attention mechanism is also the input for the local attention
blocks in the picking submodels. These local attention blocks
examine small portions of the waveform and incorporate the
information obtained by the global attention stage.

The resultant information is then used by three separate
decoders to map three sequences of probabilities associated
with 1) the existence of an earthquake signal (discriminating

earthquakes from the background noise, anthropogenic or
atmospheric sources), 2) the P-phase prediction probability
(the probability that the picked phase corresponds to the arrival
time of the P-wave) and 3) the S-phase prediction probability
(the probability that the picked phase corresponds to the
arrival time of the S-wave). In order to assess the quality of
the prediction probabilities, the decoders also provide output
statistical variations based on Bayesian inference.

B. Automatic detection and phase picking

The network structure of our pipeline is depicted in Fig. 3.
As input, we used 24-hr broadband, three-component wave-
forms from 10 seismic stations located in the study region
and operated by OVSICORI-UNA (Fig. 2). The TRANSFER
stage creates a waveform database for the selected group of
stations and period of analysis. Then, in DB2EQT, the seismic
recordings in the database are converted to the file format
accepted by EQT.

Once the database is in the proper format, EQT DETECT
performs the event detection and phase picking by doing a
forward pass over an EQT trained model. For this purpose,
EQT provides 2 models that were trained with different
datasets. We selected the most up-to-date training model that
incorporates the highest amount of earthquake observations
worldwide with magnitudes below M2.5 [16] to minimize the
false-positive rate of the predictions.

The main output from this stage consists of a prediction
database for each station used in the analysis (Fig. 2). The
obtained database includes the origin times and event duration
for all the earthquakes detected by the model, along with their
corresponding detection probability and statistical variation.
The P and S wave arrival times, and their associated prediction
probabilities, is also included.

At this stage we developed and applied quality-control
(QC) routines that include the monitoring of time-domain
waveforms for all the detected events at all the stations used,
and Wadati differential travel time diagrams to assess P and
S pick correctness and avoid false detections.

Finally, EQT ASSOCIATE uses the prediction results and
seismic network for performing the event association, remov-
ing outliers and building the final seismic catalog for the
study period. The visualization and QC of the obtained seismic
catalog are performed in the POST-PROCESSING stage.

C. Experimental setup

The entire seismic detection pipeline was implemented
on the Kabré Supercomputer at the Costa Rica National
High Technology Center (CeNAT). Kabré is a heterogeneous
computing cluster with different sections for each application
area. The artificial intelligence section contains nukwa nodes,
each equipped with a graphical processing unit (GPU), with
two different configurations. The first configuration features
nodes each with an Intel Xeon E3-1225 v5 processor with 4
cores running at 3.30GHz, 16 GB of main memory, and an
NVIDIA Tesla K40c GPU with 12 GB of memory. The second
configuration presents nodes each with an Intel Xeon Silver



Fig. 3. OKSP pipeline. Flow diagram describing the earthquake detection and phase picking pipeline implemented at the Costa Rica High Technology Center
(CeNAT) using three-component seismic data from OVSICORI-UNA

TABLE I
SPECIFICATION OF COMPUTING TOOLS.

Tool Version Description
Linux
Distribution CentOS 7 Operating system

Linux kernel 3.10.0-1160.11.1.el7.x86 64 Operating system core

CUDA 11.0 Framework for GPU
computing

TensorFlow 2.4.1 Deep learning library
Python Intel Python 3.5 Programming language
Matplotlib 3.3.4 Visualization library

EQTransformer 0.1.59 Seismic signal
detection library

4214R processor with 24 cores running at 2.40GHz, 32 GB
of main memory, and an NVIDIA Tesla V100 GPU with 32
GB of memory.

Several computational tools were used to build the seismic
detection pipeline. Python scripts were written for data trans-
formation during pre- or/and post-processing stages. Table I
summarizes the specification for all computational tools in our
execution environment.

III. RESULTS AND DISCUSSION

We explored the detection and phase picking capabilities of
EQT at different probability thresholds during our study period
(Fig. 4). Below the 80% confidence interval, EQT is contam-
inated by an increasing number of “false positive” detections,
due to the enhancement of ambient or/and anthropogenic noise
(a reduction in the Signal/Noise ratio), as displayed in the
vertical waveforms for all the stations used in this work (Fig.
4b-4f). As a consequence, we are unable to separate pre-
mainshock background seismicity rates from the observed
aftershock sequence generated by the M6.5 earthquake.

Higher probability thresholds (≥ 80%) exhibited a signifi-
cant improvement in the S/N ratio and highlighted an acceler-
ated increase in the number of earthquakes immediately after
the occurrence of the mainshock, as predicted by Gutenberg-
Richter laws and found in previous studies in California and
Italy (e.g. [5], [15]) using similar AI algorithms. As we are
analyzing the first stage of the Puerto Armuelles earthquake
sequence, our results do not show an Omori decay in the

TABLE II
CLASSIFICATION METRICS

Metric Result
Precision 0.8214
Recall 1.0000
F1 score 0.9020

number of aftershocks [18]. Based on the time-frequency
behavior of the earthquake occurrence (Fig. 4a) and S/N ratios
exhibited in the waveforms at different detection probabilities,
we selected 80% as our lower detection bound for expand-
ing the OVSICORI-UNA earthquake catalog for the Puerto
Armuelles earthquake sequence.

The difference per day in the number of earthquakes
between EQT and OVSICORI-UNA, for different detection
probabilities, is displayed in Fig. 5a. In general, we found
that for the 6 days of the analysis and detection probabilities
between 80% and 90%, EQT outperformed the traditional
detection capabilities developed by OVSICORI-UNA, and
recovered a total of 1100 more earthquakes that were not
detected and/or located previously by traditional approaches
(Fig. 5b).

Furthermore, at the 90% threshold, EQT reproduced with
incredible detail the mainshock-aftershock catalog generated
by OVSICORI (shown as a black thick line in Fig. 4a) and
expanded in 28 the number of new detections that anticipated
the occurrence of the mainshock (potential foreshocks). We
extracted and carefully reviewed the time-domain waveforms
from all the pre-mainshock detections at the 90% probability
threshold and found that 23 out of the 28 events detected by
EQT corresponded with real foreshocks that occurred from
June 25 up to hours before the mainshock. These earthquakes
were neither detected nor located by OVSICORI-UNA. For
this period, missed detections of events already present in
OVSICORI catalog (i.e false negatives) were not encountered,
as it is shown in Fig. 5. Based on this information, the
classification metrics for the model are computed and shown
in Table II. We found that for this sample the model was 100%
exhaustive and 82% precise, which gives an F1 score of 0.90.
These results are promising for a preliminary implementation



Fig. 4. Figure showing the EQT seismic detection performance vs OVSICORI-UNA seismic catalog from June 25 to June 30, 2019. Panel a) shows the
cumulative number (in logarithmic scale) of earthquakes detected by EQT as a function of time for the Puerto Armuelles earthquake sequence, color coded
by the detection probability threshold. The black solid line represents the cumulative number of events located by OVSICORI-UNA for the same study period
and region. The yellow stars on top of the black line highlight the occurrence of events with magnitudes 5.0. Panels b) though f) display recording examples
of the vertical component for the stations shown in Fig. 2, extracted 20 s before and 70 s after the detected origin time and bandpass filtered between 1 and
15 Hz. The figure shows randomly selected events for each of the detection probability thresholds.

and evaluation of our pipeline, as they show that it is possible
to expand the OVSICORI-UNA seismic catalog in a robust
manner once an adequate probability threshold is established
for the model. We computed the magnitude of the foreshock
sequence through relative amplitude measurements and found
an average magnitude of 0.8± 0.3.

Earthquakes with similar magnitudes and amplitudes are
generally obscured in the time series by high frequency noise
from natural sources (e.g. wind and ocean tides) and/or anthro-
pogenic sources (e.g. diffuse, like highways, railways, etc.,
and harmonic from industrial machinery). Thus, recovering
these small magnitude earthquakes is extremely important for
improving our understanding of earthquake nucleation, rupture
evolution and fault physics during the earthquake cycle.

IV. CONCLUDING REMARKS AND FUTURE WORK

This paper introduced OKSP, a novel pipeline based on
deep learning algorithms for automatic earthquake detection
in Costa Rica. Our results show that our framework is capable
of efficiently processing waveform data from OVSICORI-
UNA and accurately performing event detection and phase

picking with an EQTransformer pretrained model. For our
case study, the day before and the first 5 days following
the Puerto Armuelles M6.5 earthquake that occurred on June
26, 2019, OKSP found 1100 more earthquakes previously
unidentified by OVSICORI-UNA. The new data constitutes a
robust sequence that allows to better understand the foreshock
dynamic processes in the region.

Our experimental results demonstrate that AI algorithms,
paired with high-end computer infrastructures and extensive
databases, provide a state-of-the-art framework that may dra-
matically improve earthquake monitoring and understanding.
OKSP is the first pipeline of this nature that has been proposed
for earthquake detection in Costa Rica. OKSP expands current
detection capabilities, reduces processing times and speeds up
scientific quests in seismology. We see a promising future for
OKSP in several dimensions.

First, the proposed pipeline has the potential of speeding up
the scientific response in seismic observation and monitoring,
as we aim to make it capable of processing real-time waveform
data from every available seismic stations in Costa Rica.



Second, we also pursue the implementation of capabilities
for massive data processing, which will help examine the
extensive seismic information registered by OVSICORI-UNA
over the past few decades. The insights that will be obtained
from the expansion of the seismic catalog using novel method-
ologies, as the one we proposed, will contribute to the accurate
communication and dissemination of information related to
geodynamic processes of fault systems. Third, we acknowl-
edge the boundless opportunity in exploring different deep
learning models to improve detection and characterization of
a wide variety of seismic phenomena.

Fig. 5. Comparison between the OVSICORI-UNA generated earthquake
catalog and the AI-generated catalog through EQT and the OKSP
pipeline. Panel a) shows a histogram with the difference in the number
of events detected by OVSICORI and EQT for the period of the analysis,
color coded by detection probability. Negative values represent the number of
earthquakes detected by EQT not present in OVSICORI’s catalog, whereas
positive values correspond with events present in OVSICORI’s seismic catalog
that were not detected by EQT at a particular probability threshold. The
cumulative number of new events (nonexistent in the OVSICORI-UNA
seismic catalog) as a function of time is shown in panel b).
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